Data Representation, Experiments, Outcomes, Events, Discrete Probability,
Probability Rules, Conditional Probability
Counting, Random Variables (Discrete and Continuous), Mean and Variance of
Probability Distribution

Data: Representation, Avarage, Spread(000D000)

89 84 87 81 89 8 91 90 78 89 87 99 83 89 Age of 14 people

Sort these data. (00O 0)

78 81 83 84 86 87 87 89 89 89 89 90
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Stem-and-leaf plot of the data

Absolute frequency(0 00O O)

Cumulative absolute frequency (00D O0O0O)

Histogram(O O O O)
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O 1: Histgram of the data

91 99

Center and Spread of Data: Median, Quartiles(O 00000000 0:0000000)

Median(O O O)

The seventh data is 87, the eighth is 89. So, the median is 88



Range(00O) : R = Tmaz — Tmin

Interquartile range(0 0000 ): IQR = qu — qr1,
Upper quartile(0 00 00): qu

Lower quartile(D 00 O00): qr,

qu =289, qp =84, IQR=89—-84=15

Boxplot(ODOOO)
Non symmetric data : 78 81 83 84 8 87 87 89 89 89 89 90
More symmetric data: 91 89 93 91 87 94 92 &8 91 90 96 93
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0 2: Boxplots

Outliers(0 0 0)

An outlier is a value that appears to be uniquely different from the rest of the data set.
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(0000000000000 O0O00U000O00UO0O0O00, 0000000000 oOoOOoOn

0ooooo)

Frequency (O O), Relative Frequency (0O 0O 0 O ), and Cumulative Frequency (O

oo ) Twenty five students are asked how many hours they study per day. The responses

are as follows:
5; 6; 3; 3; 2; 6; 45 75 55 25 35 55 3; 6; 5; 4; 5; 25 45 35 55 25 45 55 35

Data | Frequency | Relative Cumulative
Value | Frequency | Frequency | Frequency
4 4/25=0.16 | 0.16
6/25=0.24 | 0.16+0.24
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Frequency Table for students’ work hour per day

A Frequency is the number of times a given data occurs in a data set. For example, here 6

students (O O ) work for 3 hours per day.

A Relative Frequency is the fraction of times a data occurs. To get it, just divide the

frequency with the total number of students.

Cumulative relative frequency is the accumulation of the previous relative frequencies.



Mean. Standard Deviation. Variance(DOOOOOOOODOO)
Remember that Population is a fixed set of examples, and Sample is a small set of examples

available/selected /used from a much larger set. Average/Mean O 00O
1< 1
= ﬁ;xj = E(Jﬁl +x+ -+ ap)

Standard deviation(O 00 O ) o (or s) and its square, varience O 00 )

Population Variance is defined as:

1 n
o’ = HZ(JCJ —7)? =
j=1

However, if we have only a small set of samples out of a large one, we do not know the true

>

average 1. We estimate the average from the samples, i.e., ~4— = a. But a differs from the

(21— 2)° 4 + (2 — 2)°]

S|

actual average of the whole set, i.e., i, though the average of all as is u (from Central limit
theorem). It can be shown that the estimated variance using a will be smaller, and the correct

Sample variance will be

= Yy~ 2 = g (o1 = 2P (a0 )]

Problem

Represent the following data by a stem-and-leaf plot, a histogram, and a boxplot.
(0000000000000 O0000ooO0oDUooooooooon)

1. 12 11 9 5 12 6 7 9 11 11

2. 17 18 17 16 17 16 18 16

3. 46 48 44 23 31 20 34 27 41 36 46 28 28 39 29

4. 50.6 50.9 49.1 51.3 50.5 49.7 51.5 49.8 51.1 48.9 50.3 49.2 51.2 50.4 52.8

Find the mean and compare it with the median. Find the standard deviation and compare it
with interquartile range, for the data in Prob. 1, Prob. 2, and Prob. 4.
( Prob. 1, Prob. 2, and Prob. 4 00 000000000000 OODOOOOOOOOOOOOO)

Experiments, Outcomes, Events(00000000)

Probability theory(O O 0O)

An experiment(0 O) is a prosess of measurement or observation, in a laboratory, in a factory,
on the street, in nature, or wherever; so ”"experiment” is used in rather general sense.

A trial(0 O) is a single performance of an experoment. Its result is called an outcome or a
sample point. n trials then give a sample of size n consisting of n sample points. The sample
space S of an experiment is the set of all possible outcomes.

Example:

(1) Inspecting a lightbulb. S ={ Defective, Nondefective}

(2) Counting daily trafiic accidents in NewYork. S the integers in some interval

(3) Rolling a die. S={1,2,3,4,5,6 }

Events

A={1, 3,5 }(?0dd number”), B= {2, 4, 6 }("Even nunber”)



Unions, Intersections, Complements of Events(000000000000)
Union AU B of A and B.

Intersection AN B of A and B.

AN B = ¢, A and B mutually exclusive(O O O O ,disjoint)

Complement (0 0 0)A® of A. S not in A

ANAY =¢, AUA® =8

Venn diagram (00 0O)

0 3: ven diagram

For the experoment of rolling a die, showing S,
A=1{1,3,5}, C={56}, AUC ={1,3,5,6}, ANC = {5}

Problem

Write down the sample space for the following experiments

(0ODOo0DoOoooUoooooo)

1. Rolling two dice

(2000000000)

2. Tossing two coins

(200000000000 (CODOOOOOO))

3. Rolling a die until the first 6 appears

(600000OD0OOOOON)

4. Drawing bolts from a lot of 10, containing 1 defective D, until D is drawn, assuming
sampling both with and without replacement.

(000 DO 100000 100000000 DOOOOOCODOOU0ODOOOOOOODOOOOOD
00 DO0O0O0O0O0O0O00U0O0O0O0OOO0OOUOoOOOooOn)

5. In connection with a trip to Europe by some students, consider the events P that they see
Paris, G that they have a good time, and M that they run out of money, and describe in words
the events 1, --- 7 in the diagram. (00 00000000000000000O0O0 P(ODOOOO
0),GO0000000oon),MOOOoUOooOoOo),00ooo0ooooUg 1---7000
O00oooon)



O 4: problem 5

Probability(0DO)
The probability P (A) of an event A is

_ Number of points in A

P(A) =
(4) Number of points in S

P(S)=1

Example:

In rolling a fair die, what is the probability P (A) of A of obtaining at least a 57 The
probability of B: ”"even number”?

(0000000000 S000000000 ADDOOOUCOOOOODOOOUOOBOOOO
0oo?)

Probability as the counterpart of relative frequency

A Number of times A occurs
fraa(a) = T _ !

n Number of trials

For mutually exclusive events A and B (AN B = ¢),
P(AUB)=P(A)+ P(B)

Complementation rule (00000 0): For an event A and its complemente A® in a sample
space S

P(A®) =1—- P(A)

Example

Five coins are tossed simultaneously. Find the probability of the event A: At least one head
turns up. Assume that the coins are fair.

(50000000000000000D00 A0D0OOOCOOOODO A0D0DO0OO0OOOODOOO
0oo)

Example: Mutually exclusive events(O O 0 O)

If the probability that on any workday a garage will get 10-20, 21-30, 31-40, over40 cars to
service is 0.20, 0.35, 0.25, 0.12, respectivery, what is the probability that on a given workday
the garage gets at least 21 cars to service?

0doooboooooooono 10-20,21-30,31-4041 00, ODO0OOOOOOOO
0.20,0.35,0.25,0.12, 0 0 0000000000ODOC 21 0000000000007



Addition rule for arbitrary events(D OO OO0OOO00O0O)

For events A and B in a sample space,
P(AUB)=P(A)+ P(B) - P(ANB)

Example: Union of arbitrary events
In tossing a fair die, what is the probability of getting an odd number or a number less than 47
(000000000000 0000000000O0O00D 4000000007)

Conditional Probability. Independent Events (0000 0000000)
Conditional probability of B given A:

P(ANB
P(B|A) = (P(A) )
Conditonal probability of A given B is
P(ANB
P(AB) = (p(m)

Multiplication rule :

In producing screws, let A mean ”screw too slim ” and B ”screw too short.” Let P(A4) = 0.1
and let the conditional probability that a slim screw is also short be P(B|A) = 0.2. What is
the probability that a screw that we pick randomly from the lot produced will be both too slim

and too short?

Independent events(O OO0 0)

P(AN B) = P(A)P(B)

1. sampling with replacement

2. sampling without replacement

Sampling with and without replacement:

A box contains 10 screws, three of which are defective. Two screws are drawn at random. Find

the probability that none of the two screws is defective.

Problem

1. In rolling two fair dice, what is the probability of obtaining a sum greater than 3 but not
exceeding 67

(200000000000 OO0OOUCODO 3000006000 0O0O0OO)

2. In Prob. 1, what is the probability of obtaining a sum not exceeding 107
(l00000oOoowoooooo?)

3. If a box contains 10 left-handed and 20 right-handed screws, what is the probability of
obtaining at least one right-handed screw in drawing 2 screws with replacement?
(00000000000 0O00O 10000000000 2000000000 100000000
0000002000000000000000 10000000000O0O0OOOO0O)

4. Under what conditions will it make practically no difference whether we sample with or
without replacement?

0000000000000 0000000000000000000O000OoOoOoOoOOY)
5. If a certain kind of tire has a life exceeding 30000 miles with probability 0.90, what is the
probability that a set of these tires on a car will last longer than 30000 miles?



(00ODCOO0OOoooOoO 3000000 0O0O0OOCOOOo 000D UODODOOOO30000ODO
0000 0000OOOoOn)

Permutations and Combinations(00000D000)
Permutations:
(a) Different things :
nl'=1.2-3---n
(b)Classes of equal things :
nl
nilng! - n.!
(ni4+ne+-+n.=n)
Example
If a box contains 6 red and 4 blue balls, the probability of drawing first the red and then blue
balls? (D000 600000000 400000000000000000 2000000000
O0000000U0oOOoOoOooooooooo?)

Permutations(2)

The number of different permutations of n different things, k at a time, without repetitions, is

nn—1)n-2)---(n—k+1) = k)

Example

In a coded telegram the letters are arranged in groups of five letters, called words. What is the
number of different such words? (0 0000000000000 O0O0O0OOOOOO 00000
0000000oO0oU0o0ooooooooooooooo?)

Combinations:

The number of different combinations of n different things, k at a time, without repetitions is

(n)z n! nn—1)--(n—k+1)

kl(n — k)l 12k

With repetitions:

Stirling fomula for n! (00 000O0000O)

!~ an(Z)n (e =2.718---)

Problem

1. List all permutations of four digits 1, 2, 3, 4, taken all at a time.
(1,2340000000000004000000000)

2. How many different samples of 4 objects can be drawn from a lot of 50 objects?
(000000040000000000000OOOOOOOO)

3. In how many ways can we choose a committee of 3 from 8 persons?

(8000 300000000000 UOUOUDOUOUDOOOOOOO?) 4. How many different
license plates showing 6 symbols, namely, 3 letters follower by 3 digits could be made? (OO O
0030000000000 3000000 600000000000 000O0OOO0OO0ODONO
0ooo)



Discrete random variable and distribution (00 OO0OOO000O0): count
Continuous random variable and distribution (J 00000000 ): measure

Distribution function(O O O O ): For Dice rolling

F(z) = P(X < x);

o
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I

f(x) —=
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[

F&x) ——
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Discrete Random Variables and Distribution
Random variable X, its distribution is discrete(0 O O )(z1, x2, ---)
Possible values and their probability X : p1 = P(X = 21), pa = P(X = x2),- -

Continuous Random Variable and Distribution

Discrete random variables appear in experiments in which we count
Continuous random variables appear in experiments in which we measure
Random variable X and F(X):

Fe0 = [ s

b
Pla< X <b) = F(b)— F(a) = / f(v)dv

Curve of P(a<X<=b)
density
function
f(x)
a b
/ fw)ydv =1



Problem

1. Sketch the probability function f(z) = 22/14 (z =1, 2, 3) and the distribution function
(0000 f(z)=2%/14 (zx=1, 2, 3)0000000000)

2. Sketch f and F when f(0) = f(3) =1/6, f(1) = f(2) =1/3 . Canf have further positive
values 7

(f(0)=f(3)=1/6, f(1) = f(2)=1/30000 f0 FOOOOOOOODOO f000000
ooo?)

3. If X has the probability function f(x) =k/z! (x =0, 1, 2---) , what are k and P(X > 3) ?
(X0O0OO f(z)=k/a! (x=0,1,2--) 000000 kO P(X>3)0000)

Mean and Variance of a Distribution
Mean(O O ):

u:/oo z f(z)dx

— 00

Variance(O O ):

o= [P

Standard deviation(D OO0 ): o

Uniform distribution(0O0 00O ):

02:[f($—a§b>2@1ay“::@15y




