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Abstract- A new crossover technique, we named Rank
and Proximity BasedCrossover (RPC), to impr ove the
speedand quality of solutions in Geneticsearch, is pro-
posed.In the proposedstrategy, the probability of cross-
over is more when the rank of two chromosomesare
both high, and they are closely located in the search
space. This probability is again a function of the gen-
eration number. In the early stage of genetic search
the crossover is independent of the rank and proxim-
ity of the partners. Thus, crossover takes place be-
tween any two chromosomesselectedfor crossover, to
enable exploration of diverse locations of the problem
space. With advancing generations, RPC probabilis-
tically encouragescrossover between chromosomesof
higher ranks which are closely located in the search
space. This ensures avoidance of disruption of good
chromosomesby crossover, when prospective locations
are found, and thus achievesmuch faster convergence.
Differ ent schemesof this probability function are tried
and evaluated, and convergenceefficiency is compared
with other competitive algorithms.
Keywords:- GeneticAlgorithm, Crossover, Fitness,Selec-
tion pressure

1 Intr oduction

“Genetic Algorithm (GA) is a searchalgorithm basedon
themechanicsof naturalselectionandnaturalgenetics”[1].
They are superiorbecause,(1) of wide applicability and
make few assumptionfrom the problemdomain, (2) and
arenot biasedtowardslocal minimums. At the sametime
GAsareveryefficient to directthesearchtowardsrelatively
prospective regionsof thesearchspace.

In GA, onehasto generatea pool of initial encodedso-
lutions (also called chromosomes)of the problem. A fit-
nessfunctionhasto bedefinedto measurethegoodnessof
thoseencodedsolutions.Thengeneticoperatorsselection,
crossover andmutationoperateon the populationto gen-
eratenew population(new set of solutions)from the old
ones. Good solutionsare selectedwith greaterprobabil-
ity to next generation,in line with the ideaof survival of
the fittest. Crossover operationrecombinesselectedsolu-
tions,by swappingpartof them,producingdivergentsolu-
tionsto explorethesearchspace.An occasionalmutationis
donebyflipping thevalueatrandompositionof theencoded
chromosome,to facilitatejumping of solutionsto new un-
exploredregions.As thealgorithmcontinuesandnewerand

newergenerationsevolve,thequalityof solutionsimprove.
Many strategies for fitness calculation, selection,

crossover andmutationareproposed.In StandardGenetic
Algorithm (SGA),afterselection,asubsetof chromosomes
arerandomlychosenfor crossover, andformswhatis called
crossover pool. Pairs of membersfrom the crossover pool
are randomlychosenand part of the encodedstringsare
swapped,until all membersof crossover pool arecrossed
over. Thisnew crossedovermembersalongwith therestof
thoseselectedform the previous populationform the new
generation. Occasionallya bit from a randomlyselected
chromosomeis flipped, with a probability ��� , to jump to
yetunexploredregionsof thesearchspace.

For successof GA the two aspectsof (1) populationdi-
versity i.e. to explore the different regions of the search
space,and(2) selective pressurei.e. to get to theoptimum
point in aregion,haveto beproperlytakencareof. In SGA,
the bestfew membersof the initial populationcould pre-
dominatethewholepopulationin a few cyclesdueto their
muchbetterfitnessesandthereforehigh chanceof getting
selected. This would result in poor exploration and pre-
matureconvergenceto suboptimalminimum. On theother
hand,at thelaterstageof thesearch,whenthehigh perfor-
manceregionsareidentified,fine local tuning is necessary
to get to the solution, especiallyfor high precisionprob-
lems. It is difficult to achieve this by SGA becauseof dis-
ruptionof goodchromosomesaftercrossover with thebad
onessituatedat distantlocationsof the searchspace.The
ideaproposedhereis to improve this situation.

A numberof strategieswereproposed[2](chapter4 and
6) to overcomethis problemby settinga balancebetween
diversity (during the beginning) andselectionpressure(at
the end). We briefly discussthis before introducingour
ideasfor improving selectionpressure.

Oneof the early proposalwasto scalethe fitnessfunc-
tion [1] (pp. 122-124)aswe go from initial to final stage
of geneticsearch.To sustaindiversity in thebeginning,the
fitnessesarescaleddown so that the influenceof high fit-
nessis diminishedin theselectionstage.At the laterstage
of search,whenmostof thechromosomeshave similar and
highfitnesses,areversescalingis doneto accentuatetheef-
fect of higherfitnessandthusfacilitatingselectionof only
bestchromosomesfor fasterconvergence.

Ranking of the chromosomesaccording to their fit-
nesses,andnot usingthe exactvaluesof their fitnessesfor
selection,is anotherway of scalingof fitnessesthroughout
all generationsto achieve thesamegoal.



In the approachnamednon-uniform mutation [4], at
later stageof generationsmutationsare probabilistically
performedmoretowardsthetail partof thecodedchromo-
somes.Thisis to avoid disruptingagoodchromosomefrom
its present� location by changingbits at the headpart (as-
sumingthatthey aremoresignificantbits). Anotherclassof
proposalsis to adaptively changethecrossover(��� ) andmu-
tation(� � ) probabilities[3] [5] [6] [7]. In [6] thebestfew
chromosomesaredisruptedwith muchlessprobabilitythan
thosewith weakfitnesses.Thustheweakchromosomesare
usedfor explorationof differentregions,andthegoodones
to find theoptimumlocations.

We hereproposea new crossover strategy andnamedit
rankandproximity basedcrossover (RPC).In our previous
work [9], we proposedonly rank basedcrossover - where
the resultswere not much better than fitness-scaling. In
this RPCstrategy, thoughtwo chromosomesarerandomly
chosenfor crossover, the probability that the crossover ac-
tually takesplace,dependson how far they are in the fit-
nessscale,andtheir relative proximity in thesearchspace.
The nearerthey are,more is the probability that they will
be crossedover. Initially this rangeof nearnesscoversthe
whole of the fitnessscaleandsearcharea,so that all ran-
domly chosenpairsarecrossedover, to allow exploration
of differentregionsof thesearchspace.Slowly whengood
regionsarediscovered,we allow crossover betweenchro-
mosomesof similar rankonly whentheirfitnessesarehigh.
Thengoodsolutionsrecombinefastto find theoptimumlo-
cation. Theprobability functionchangeswith generations.
Underthisscheme,everytimetwo chromosomesarepicked
up for crossover, theactualcrossover maynot beexecuted.
The numberof crossovers tried ( ��� ) and the numberof
crossoversexecuted( �
	 ) aredifferent.Duringinitial gener-
ations�����
�
	 , but at theend �������
	 . In thesimulation
weset�
	�� ������� , where��� is theprobabilityof crossover
and � is thepopulationsize.

As we see,RPCdoesnot improve over SGA for explo-
ration. It improves the speedof convergenceand thereby
quality of solutiondueto strongerselectionpressureat the
endgenerations.RPCalsofacilitatestuningthis rangevery
easily. It hastobekeptin mindthatthoughthemotivationof
scaling,adaptive � � andtheproposedRPCaresame,these
threestrategiesarenotcompetitiveandactuallyall couldbe
simultaneouslyusedto improve theperformanceof genetic
search.

In thenext section2 we describein detailour proposed
rankandproximitybasedcrossover (RPC).In section3 we
presentexperimentalresultsto show that whenRPCstrat-
egy is usedgeneticsearchcoulddeliver betterresultsmore
efficiently, comparedto standardgeneticalgorithm(SGA),
SGA with fitnessscaling.Conclusionsandfuture research
plansarediscussedin section4.

2 Rank BasedCrossover

2.1 The RPC algorithm

The basicstepsof the algorithm of geneticsearchusing
RPCis describedin pseudocodebelow. First thenotations

areexplained.� : generationnumber.�
: maximumgeneration.� : populationsize.��� : � ��� memberof thepopulation. �"!  �#%$'&� : fitnessandnormalizedfitnessof ��� .(*) ��+ : setof chromosomesat generation� .(-, ,.) �/+ : setof chromosomesafterselection.(-,.) �/+ : setof chromosomesaftercrossover.���0!1� � : probabilitiesof crossoverandmutation.�
	 : numberof crossoversexecuted.243 ) + , 2�5 ) + , and 676 : functionsareexplainedbelow.

Algorithm RPC
) ��! � ! (8) �/+9!:��!�� � !;�<�=+

01begin
02 � �?> ;
03 Createinitial population

(*) > + ;
04 Fitnessevaluationof � ��@ (8) > + ;
05 while ( �BA �

)
06 �
C � �EDGF ;
07

(-, ,;) ��+IH 	KJL	 � � � $'#MON (8) � N FP+ ;
08 while ( �
	RQ �����S� )
09 Select� � ) ��+T!U�OV ) �/+ randomlyfrom

(-, ,K) �/+ ;
10 if (

 #%$'&� ) ��+ is high)
11 if (( 2 3 )  �#%$'&� ) ��+ N  �#%$'&V ) �/+W+�XRY[Z]\_^ ) > !0F`+W+'a

( 2 5 ) 6 � � ) �/+ N �
V ) ��+ 6 +bXcY[Z]\_^ ) > !dFP+'+W+
12 � � ) ��+ and �OV ) �/+ arecrossedover;
13 elseif (( 2 3 )  �#%$'&� ) ��+ N  �#%$'&V ) ��+'+bXcY[Z]\_^ ) > !dFP+W+
14 �S� ) ��+ and � V ) �/+ arecrossedover;
15 endif
16 endif
17 endwhile
18

(*) �/+ ��e ��fg� � $W#MON (-,.) �/+ ;
19 endwhile
20end

The basicstepsof RPCstrategy differ from SGA from
steps08to 17,in theprocessof crossoverdecision.First the
fitnessof all membersin

( , , ) �/+ arenormalizedto a value
from 0 to 1. If

 � ) ��+ be the fitnessof member� � ) �/+ , the
normalizedfitnessdenotedby

 �#%$W&� ) �/+ is, #%$'&� ) ��+ �  � ) ��+ N  ��� # ) ��+ � f9h ) �/+ N  ��� # ) ��+
where,

 � f9h ) �/+ and
 ��� # ) �/+ are the maximum and the

minimumfitnessof all themembersof
(i, ,K) ��+ .

We denotethe normalizeddistance6 � � ) �/+ N �OV ) �/+ 6
betweentwo membersof the population, � � and �OV , as
follows. Supposethe searchspaceis ^ -dimensional. We
representthechromosomes��� and � V as:� � �Bj�k 3 � k 5 � kml �?ndn0n kpo �qndn0n kpr �_s�
V �tj;k 3 V k 5 V kml V ndn0n kpo V n0n0n kpr V s

and

6 � � ) �/+ N �
V ) �/+ 6 � ruo9v 3
) k o � N k o V +Y o w ^
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Figure1: Crossoverprobabilitywith RPC:effectiveonly at
endpart of the geneticsearch.CONDITION 1 is satisfied
whenboth chromosomesareof high fitnessandareclose
in the searchspace,whereasCONDITION 2 is whenthey
are not close. CONDITION 3 is satisfiedwhen both the
chromosomesareof low fitness,andCONDITION 4 when
only chromosome-� is of low fitness.

where,Y o is therangeof thesearchspacein the x ��� dimen-
sion. We usedManhattandistancebetweenthe locations
of two chromosomes,which is normalizedby dividing the
rangein thecorrespondingdimension.Finally it is divided
by ^ , so that the valueof 6 � � ) ��+ N �
V ) ��+ 6 always lies
between0 to 1.

Theconditionpartof thewhile statementin line08of the
Algorithm RPCensuresthat numberof crossover is taken
place, in spite of the fact that all crossovers tried are not
successful.Two membersfrom

(i, ,K) ��+ areselectedat ran-
dom (line 09) for crossover. In line 10, the conditionpart
of the if statementis (

 #%$'&� ) �/+ is high). Thevalueof high is
setat0.7duringourexperiments.Dependingonwhetherwe
still wantmoreexplorationsor weneedmoreselectivepres-
sureduringtheendgenerations,wecansethigh to loweror
highervalues. We caneven changeits value from low to
highasgenerationprogresses.

If
 �#%$'&� ) ��+ is high, andthefitnessesandlocationsof the

two chromosomesareclose(conditionof theif statementin
line 11),thenthereis ahighprobability(only aftersufficient
numberof generationsof searchis over) that thecrossover
will take place(line 12). Else, if

 �#%$'&� ) �/+ is low, and the
fitnessesof thetwo selectedchromosomes,��� and � V are
close(conditionof theif statementin line 13),thecrossover
will take placewith high probability. If the fitnessesare
not close,i.e., the fitnessof �OV is high, the probability of
crossover is low (to avoid disruptinga goodchromosome�
V ). Thisalgorithmis describedin Fig. 1.

2.2 How RPC is madeeffective only when � � � ?

Let theirnormalizedfitnessesof � � and�
V are
 �#%$'&� ) ��+ and �#%$W&V ) �/+ . Function 2 3 )  �#%$'&� ) �/+ N  �#%$'&V ) ��+'+ , first partof the

if conditionin line 11, is of thefollowing form,2 3 )  #%$'&� ) ��+ N  #%$'&V ) �/+W+ �

yPz%�|{ N F}�~  �#%$'&� ) ��+ N  �#%$'&V ) �/+� ) �/+ � 5g�
The shapeof 2 3 is sameas the normal function with

maximum= 1 at
 �#%$'&� ) �/+ �  �#�$W&V ) ��+ . The value of 2 3

decreasesasthedifference
)  �#%$'&� ) �/+ N  �#%$W&V ) �/+W+ increases.

Finally, as written in line 11 of the Algorithm RPC, the
crossover is possibleonly when 2 3 XIY[Z]\_^ ) > !dFP+ (AND-
ing with theotherpartof the if condition).Here Y[Z]\_^ ) > !0F`+
is a randomreal numberbetween0 and 1. The closer
are

 #%$'&� ) �/+ and
 #%$'&V ) �/+ , moreprobableis their crossover.2 3 )  �#�$W&� ) �/+ N  �#�$W&V ) ��+'+ is shown graphicallyin Fig. 2, for� � F >%>�> and � �G��>%>%> . Here,

�
is setto 10,000.It is easy

to seethat RPCis effective only when � � �
. How this

changeof 2 3 is implemented,is explainedin section2.3.

>/� >
>/� }
>/� �
>/� �
>/� �
F � >

>�� > >/� } >/� � >�� � >/� � F � >

2 3

 �#%$'&� ) ��+ N  �#%$'&V ) �/+

� � F >%>%>� ����>%>%>

Figure 2: Function 2 3 )  �#%$'&� ) ��+  �#%$W&V ) �/+W+ , when
� �F > ! >%>�> , �=� }

Exactlysimilar is the 2 5 function,whichis theotherpart
of the if conditionin line 11,2 5 ) 6 � � ) ��+ N �
V ) ��+ 6 + �

yPz�� { N F}�~ 6 � � ) �/+ N �
V ) ��+ 6� ) �/+ � 5 �
Thus, more closely the two chromosomesare in the

searchspace,greaterwill bethevalueof 2 5 function.

2.3 Function � ) ��+ that tunes 2 3 and 2 5 and thus RPC

Thetuningof theeffectivenessof RPCis doneby introduc-
ing anotherfunction � ) �/+ , a functionof � thatcontrolsthe
varianceof 2 . In the beginning,when � is low, � ) �/+ � F ,
andthusallowing crossover for any randomlyselectedpair
from

(i, ,K) ��+ . When � is largeandnearing
�

(themaximum
generation),� ) �/+ becomessmall. The way � ) ��+ changes
with generationsis shown in Fig. 3. When � � �

, 243 and2 5 becomesharper, asshown in Fig. 2, allowing only pairs



with closerfitnessandproximity to cross.Function � ) ��+ is
definedasfollows: � ) �/+ � F N�� �� �����
where � and

�
are the controlling parameters.Fig. 3 is

drawn with
� � F n F and ��� } !dF%! > n�� . In our experiments

too weusedthesethreedifferentvaluesof � .

>/� >
>/� }
>/� �
>/� �
>/� �
F � >

> } >%>�> �]>%>%> ��>%>%> �%>�>%> F >%>%>�>

� ) ��+

�

��� }��� F���G> n � �� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Figure3: Function � ) �/+ for different �
When � X�F , � ) �/+ changesslowly in the beginning

(when � is low) andrapidly afterwards.Thuslots of explo-
ration is donein thebeginning,whereasrapidconvergence
is forcedat the end. On the otherhand,when ��Q F , the
selectionpressureis high almostfrom the beginning. For
simplesearchproblem,this would find theoptimumresult
fast,but may missthe global maximumfor complex mul-
timodal functions. When �B� F , � ) �/+ decreaseslinearly.
Theefficiency andsuccessof thealgorithmdependssome-
whatonthecomplexity of thesearchspaceandcorrespond-
ing properchoiceof � . We will seethat ��� F , i.e. linear
decrementof � ) ��+ is agoodchoicefor all situations.In gen-
eralwe will show by severalexperimentsthatRPCstrategy
worksmuchbettercomparedto SGA aswell asSGA with
“linear fitnessscaling”.

3 Experimental Setup and Results

Theeffectivenessof ouralgorithmis demonstratedby solv-
ing maximizationproblemfor severalunivariateandmulti-
variatemultimodalfunctions.Dueto spaceconstraint,here
we discussresultswith only four functions,

 3 to
 `�

, as
shown in Fig. 4 andlisted in Table.1. All arewell known
benchmarkfunctions.

3.1 Simulation Parameters

As mentionedearlier, we implementedStandardGenetic
Algorithm (SGA), SGA with liner fitnessscaling,andour

Figure4: Graphsof functions
 3 and

 5 andexperimental
results



EpistaticMichalewicz’s func:
 3 = � #� v 31� � \ ) z � + � � \ 5W� ) � hd ¡¢ + \ � � , > Acz � A�£ , �SZ]z �G¤ n ���%��� ��¥

GeneralizedRosenbrockfunc:
 5 = N � #§¦ 3� v 3 )W) F N z � + 5 D
F >%> ) z �©¨ 3 N z � 5 + 5 + \ � � , �/n F } ARz � A �/n F } , �SZ�z �?>

Schwefel’s function:
 l � N?ª � F � n �%� } � \8D � #� v 3 N z�� � � \ )'« 6 z<� 6 +W¬ \ � � , � >%> ARz���A � >%> , ��Z]z �?>

GeneralizedAckley’s func: `� � N ª } > D|y N } > y ¦ �d­ 5g® ¯°�± °¡©² ¯ h  ¡ y ¯°�± °¡p³ ¯ � $ H:´ 5 ¢ h ¡pµ ¬ \ � � , N } > ARz � A } > , �SZ]z �G>
Table1: Functionsusedin theexperiment

proposedGA with RPC.For RPC,we usedthreedifferent
functionsfor � ) ��+ with ���¶> n � , ��� F n > and ��� } n > .
Therefore,in total we compareresultsof 5 differentimple-
mentations.Thefollowing parametersareheldconstantfor
all runs.

Probabilityof crossover ��� = 0.6
Probabilityof mutation� � = 0.03
Populationsize= 100

Onepoint crossover methodis performed.Becausewe
usedthe maximumnumberof generationsasthe stopping
criterion, we have performedour experimentswith three
different maximum generationnumbers(G) as shown in
Table.2. Independent50 runs with different randomini-
tial populationswere donefor each3 casesof maximum
numberof generations.Initial populationis samefor all the
fivedifferentalgorithms,but aredifferentin the50different
runs.Thefollowing resultsin thenext sectionareaverages
over50 independentruns.

3.2 Analysisof results

Of the differentanalysiswe did, we presenthereonly two
mostsignificantresults.

1. Theaverage(over50 runs)of bestfitnessvalueup to
acertainnumberof generations(Fig. 5), and

2. The numberof times a certain algorithm could hit
its reachablemaximumfitnessandthatvalue(which
may be muchlessthanactualmaximum)at the end
of G generations(Table.2).

By (1) wecouldseehow fasttheconvergenceis achieved
andby (2) we canjudgetheprobabilityof reachingthetar-
get.

In Fig. 5, thebestfitnessvaluesfounduntil thatgenera-
tion is plottedagainstthenumberof generations,for func-
tions

 3 to
 [�

respectively (resultfor
 3 at thetop,and

 `�
at

thebottom).Theactualmaximumvaluecalculatedanalyti-
cally is mentionedin Table.1.

Fromtheresultsit is evidentthattheproposedRPCstrat-
egy couldreachbetterquality of resultsfaster, comparedto
SGA aswell asSGA with fitnessscaling.Resultsobtained
using RPC, thoughalmostsimilar for different � values,
from variousresults(all arenot shown here)we conclude
that ��� F n > is a goodchoicefor everyoccasion.

Finally it is alsoseenthat usingSGA or linear scaling
of fitness,only very few of the run could reachthe target
maximum.With RPCthetargetmaximumis reachedmore
often asshown in Table.2. In Table.2, the averageis the

SGA Scale � =0.5 � =1 � =2
Average· 3.69714 3.69266 3.69885 3.69874 3.69885
no. of geņ
100 0 0 6 6 5¹ ¯ 5000 1 4 7 11 3
10000 5 13 12 8 14

Average· -26.218 -3.734 -2.7588 -2.2554 -2.4564
100 0 0 1 0 0¹   5000 0 0 4 5 0
10000 0 4 3 4 4

Average· -45.724 -2.2102 -0.1749 -0.1999 -0.173
100 0 0 0 0 0¹"º
5000 0 0 2 0 0
10000 0 0 1 2 3

Average· -2.98 -0.439 -0.0945 -0.104 -0.202
10000 0 0 3 0 0¹¼»
20000 0 2 3 3 3
30000 0 0 2 3 4

Table2: Averagefitnessandno. of timesreachingoptimum

averageof bestvalueof 50 runswith highestG (for
 3 to l � � F >%>�>%> , andfor

 `�-� �½¤�>%>%>�> ). Theotherentries
in the tableshows the numberof timesthe geneticsearch
couldreachglobaloptimumout of 50 trials.

4 Conclusions

A new partner selection techniquefor crossover opera-
tion has beenintroducedfor geneticalgorithm searches.
Crossover partnersrandomlyselectedfrom populationare
allowed to performcrossover only probabilisticallyand is
controlledby a function. The probability function which
controlsthis permissionis very wide in the beginning, al-
lowing any two randomlyselectedmembersto becrossed.
But slowly, with progressinggenerations,this functionbe-
comesnarrow, allowing membersonly with closefitnesses
andproximitiesto becrossed.Simulationresultswith func-
tionsof differentcomplexity show thatthebestfitnesschro-
mosomesarecreatedwith higherprobabilitiesusingRPC
strategy.

Themotivationof moreexplorationin thebeginningof
the searchand high selective pressureat the end of the
searchwasachievedin anumberof previousresearches[3]
[4] [5] [6] by adaptive changesof crossover andmutation
probabilitiesallowing morecrossover andmutationin the
beginningandlessat theend. In all previousworks,selec-
tion pressureis controlledin theselectionstage,by manipu-
lating fitnesses.We improve convergenceby selectingwho
shouldcrossedover with whom. It shouldbe emphasized
that our RPCstrategy hasno betterexplorationcapability
thanstandardGA. But it couldbeusedin conjunctionwith



Figure5: Averageof bestfitnessvaluesversusnumberof
generations,resultsfor functions

 3 to
 �

in order,
 3 at top.

Here,symbolscircle (O) for SGA with scaling,cross( � )
for SGA, triangle ( ¾ ) for �=� } n > , square ( ¿ ) for ��� F n > ,
anddiamond( À ) for ���Á> n�� areusedto indicateresults
obtainedusingfivedifferentimplementations.

otherideaswhereexplorationsareemphasizedandprema-
tureconvergenceis avoided,andto seewhethertheresults
arefurtherimproved.

Dependingonthenatureof thesearchspace,therewould
beanoptimumchoicefor � . It is evident that for complex
searchproblems,ahighervalueof � XÂF n > is abetterchoice
for allowing longer exploration in the beginning. On the
otherhand,for simpleproblems,�ÃQ F will work faster.
We arealsoworking on finding a way to adaptively setthe
valueof � with growing generations.The initial valueof� would besetto 1, andfrom theanalysisof thenatureof
changesof fitnessvaluesof thedifferentmembers,it would
take to its optimumvalue.
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