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Abstract— This paper presents an efficient heuristic algo-
rithm for channel assignment problem in cellular radio net-
works. The task is to find channel assignment with min-
imum frequency bandwidth necessary to satisfy given de-
mands from different nodes in a cellular network. At the
same time the interference among calls within the same cell
and from different neighboring cells are to be avoided, where
interference is specified as the minimum frequency distance
to be maintained between channels assigned to a pair of
nodes. The simplest version of this problem, where only co-
channel interferences are considered, is NP-complete. The
proposed algorithm could generate a population of random
valid solutions of the problem very fast. The best among
them is the optimum or very near to optimum solution. For
all problems with known optimal solutions, the algorithm
could find them. A statistical estimation of the performance
of the proposed algorithm is done. Comparison with other
methods show that our algorithm works better than the al-
gorithms that we have investigated.
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I. INTRODUCTION

ECENT development of various forms of mobile com-

munications and their increasing popularity assured
its high growth rate. In mobile cellular network the ge-
ographical area covered by the network is assumed to be
divided into a number of cells of hexagonal shape [1]. Com-
munications to and from mobile hosts (MHs) in each cell
are serviced by a base station (BS) located at the center of
the cell. The whole bandwidth available for mobile users
is divided into a set of carriers, sometimes loosely called
channels. Generally, a carrier is subdivided into a num-
ber of channels by time-division multiplexing, and can be
used by different users in that cell. But in this paper (and
all the references cited) we assume that time division mul-
tiplex is not used, and use the word channel and carrier
interchangeably to mean carrier.

Each channel can support a call. When a channel is
allocated to a cell (BS), a mobile user in that cell can use
that channel. A channel can simultaneously be used by
multiple BSs, if their distances are more than the minimum
reuse distance, i.e., the distance is enough such that there
will be no interference. This model is same as discussed
in [2] and is illustrated in Fig. 1. For example, in Fig. 1,
a certain frequency distance between carriers used within
cell 17 and between cell 17 and all its adjacent cells (9,
10, 16, 18, 20 and 21, marked by dashed lines) has to be
maintained. Sometimes even further distant cells, i.e. cells
2, 3, 4, 8, 11, 15 and 19, may be within the interference
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range. The minimum physical distance after which the
same channel could be used, is an important parameter for
the mobile network design and is called distance reuse, as
shown in Fig. 1. Here distance reuse, usually expressed
in units of number of cells, is 3. The interference pattern
between any two pair of cells of the mobile system is fixed
and is specified by a N x N matrix, where N is the number
of base stations.

Distance reuse

i:Cell label; j:Channel demand

Fig. 1. A cellular network with 21 cells

Depending on the maximum number of possible simulta-
neous calls in a cell, the demand of channels for individual
cells are set. Due to non-uniform distribution of business
and social activities over the whole region of the cellular
network, traffic density and channel demand vary from cell
to cell. In Fig. 1, a 21-node mobile network is shown. The
cell number and corresponding channel demand is printed
inside the cell. The traffic demand is non-uniform with
cell 9 having the highest traffic demand of 77 channels,
and channel demand is only 8 for cells 1, 3, 4 etc.

The problem of channel allocation is to assign carriers to
cells so that, as far as possible, the traffic demand for the
cell is met. This is to minimize the overall rate of blocked
calls, where a call is blocked when the BS can not allo-
cate channel to a MH within it. There are three types of
carrier allocation strategies [3], (1) static allocation, where
depending on an a-priori available static demand of differ-
ent cells the carries are assigned [4], (2) dynamic allocation,
where due to change in traffic pattern with time, the carrier
demands at different cells change dynamically, and a free
channel is allocated to a BS requiring it [5], and (3) flezible
allocation, where each cell is allocated a fixed set of per-
manent carriers and a number of channels are set aside to
be dynamically allocated depending on changing requests



from base stations [6]. In this paper we will consider static
allocation.

The fundamental problem in the operation and plan-
ning of a mobile network is the limited available frequency
bandwidth and often poses severe limitations on the perfor-
mance of the system. Assignment of the limited available
frequency resource to the different base stations, such that
the interference among the calls is below tolerable limit and
at the same time meeting the traffic demands, is an impor-
tant critical design step. Thus, this is a constraint opti-
mization problem. We will consider the problem of find-
ing minimum frequency bandwidth and the corresponding
channel assignment, satisfying given channel demands for
different cells without violating interference constraints. In
addition, presently we will consider only static allocation
as is done in [4] [7] [8] [9] [10] [11]. The algorithm could be
extended for dynamic allocation too. That is discussed at
the end in the conclusion section V.

In section II, we describe the channel assignment prob-
lem in a formal way and introduce the notations we will
use throughout this paper. We will also briefly introduce
the previous works in section II. In section III, the algo-
rithm is proposed with explanations. The pseudocode of
the algorithm with complexity analysis is available in the
appendix. In section IV, simulation results and statistical
analysis of the performance of the algorithm are reported.
Section V is the conclusion, where we summarize this work
and shed some light on further possible extensions of this
algorithm.

II. CHANNEL ASSIGNMENT PROBLEM IN CELLULAR
RADIO NETWORKS

The total bandwidth i.e. the number of carriers are the
basic unit of resource allocation. It is assumed that the
carrier frequencies are consecutive and evenly spaced, and
therefore could be expressed as f = fo + m x Af, with
m > 0 an integer. Thus there is an one-to-one correspon-
dence between f and m, and we will represent different
frequencies by fi1, fo, ..., fm,---, fm, where M X Af is the
total available bandwidth. In our problem M is not known,
and we need to minimize M such that the required amount
of channels are allotted to base stations fulfilling their re-
spective traffic demands without causing any interference.
The mobile network is defined as:

X : is the cellular network. N is the number of base
stations (also called cells) in the network. The whole
network X is the set of cells X = {x1,x2,...Xn}-

d; : is the number of channels required in cell 7 to be
able to handle its traffic, where 1 < 4 < N. For the
whole network it is represented by the demand vector
D = (di,ds,...dN)-

cij © is the frequency separation required to avoid inter-
ference between any two channels allotted to cell 4 and
cell j respectively. Here, 1 <4< N and 1< j < N.
We will denote this N x N constraint matrix, also
called compatibility matrix [7], by C. It is likely that
C is a symmetric matrix, but we will make no such
assumption in our algorithm.

Thus, the channel assignment problem is specified by a
triple (X, D, C). Depending on the values of ¢;; there are
more commonly used terms like,

1. Cochannel constraint when c;; = 1, meaning that the
same frequency can not be assigned to certain pairs of
cells simultaneously.

2. Adjacent channel constraint when c;; = 2, meaning
that adjacent frequencies (e.g. f; and fiy1) can not
be assigned to certain pairs of cells simultaneously.

3. Cosite constraint Cy; is the minimum distance of sep-
aration of frequencies of two carriers assigned to the
same cell x;. Its value depends on the communication
system used. Thus, for a particular system, c¢;; s for all
x;s are same. But it is not assumed in our algorithm.

Any other values of ¢;;, say A, implies that the distance
of the carrier frequencies assigned to cell 7 and cell 5 should
be at least A, for interference free communication. In other
words the m values (i.e. the subscripts) of assigned fre-
quencies should differ at least by A\. A ¢;; = 0 represents
that there is no interference even when the two nodes i and
J use the same carrier frequency. In reality, values of c;;s
depend on the communication system used, and the way
the cells are geographically located i.e. the topography of
the mobile network. In this paper we will assume that C
matrix is given and the elements c;; can take any arbitrary
values.

In Fig. 1, let us assume that adjacent cells (e.g. 17 and
9, 17 and 10 etc. - shaded with dashed lines) have adja-
cent channel constraints, and cells at a cell distance of 2
(e.g. 17 and 2, 17 and 3 etc. - shaded with dotted lines)
have cochannel constraints. Further if cosite constraint is
assumed to be 7 for all cells, then the 17** row ¢;7 of the
corresponding compatibility matrix C would be:

c7=011100012210001272122

The basic resource i.e. the total frequency bandwidth
available can be considered as a constraint, when a cer-
tain fixed bandwidth is allotted. Algorithms, where the
required number of carriers is not reduced from the ini-
tial estimate, start with a heuristic estimate of the lower
bound [7] of the number of frequencies required and try
to find a valid solution [9] [11] [12] [13] [14]. They start
with an initial channel allotment which does not satisfy
the constraints, and eventually try to converge to a solution
satisfying them. It is also possible that no valid solution
could be found with the initial bandwidth estimate. On
the other hand heuristic approaches [15] [16] [8] [10] try to
find the minimum bandwidth required to solve the channel
assignment problem. In this paper too, the bandwidth is
considered as an optimization criterion and the algorithm
tries to minimize the required bandwidth satisfying all the
constraints. We think that this approach is more logical.
With a pre-assigned bandwidth, there may not be any so-
lutions satisfying all the constraints. However, if we start
with more carriers, we may end up with a bandwidth inef-
ficient solution that would be a waste of a very important
resource. The algorithm we proposed could albeit handle
both situations, as we will soon see.



The task of the channel assignment algorithm is to find
the frequency allotment matrix Fpsxny- The elements of
F, fmi, can take values either 0 or 1. A 1 at f,,,; indicates
that frequency f,, is allotted to the it* cell and a 0 indicates
that it is not. Obviously, 1 < m < M and 1 < i < N.
The objective is that M has to be minimized, subject to
satisfying the frequency separation constraints i.e. when

fmi=fi; =1,

| fri — fil > cij

for all m, I, 7, j except for m =1 and ¢ = j. For ¢ = j, it
becomes the cosite constraint c;;.

The second constraint is the number of carriers required
by different cells to handle the respective traffic. In this
paper we considered that to be static and known a-priori.
It is described by a vector D of n-elements. Element d;
denotes the number of carriers required by cell ¢, so that
different cells could handle their respective traffic. Thus,

Z Smi = d;
m=1 to M

A. An Example
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Fig. 2. A 4-cell Channel allocation problem Ezample 1
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In Fig. 2 we present a channel allocation problem for a
4-cell network, where the inhomogeneous channel require-
ments for the four cells are given by vector Dy, and the
frequency interference between cells is described by the

compatibility matrix C;. In future we will refer to this
problem as Example 1.

In Table. 1 we have given two solutions of this problem.
In SOLUTION 1 the required number of channels is 13,
whereas in SOLUTION 2 it is 11 (which is actually an
optimum solution).

B. Previous Works

In [16] it was shown that the channel assignment problem
is equivalent to graph coloring problem, when only cochan-
nel constraints are considered, that is the entries in C ma-
trix are either 0 or 1. The graph coloring problem, which
is a simpler version of this channel assignment problem, is
a well known NP-complete problem. Thus the complexity
of searching for the optimum solution, in case of a channel
assignment problem, grows exponentially with the number
of cells and is NP-complete.

References [4] to [23] are only a partial list of different
algorithms proposed during the last two decades to solve
the channel assignment problem. These algorithms could
be classified into following three categories. References are
in order of publication dates.

« Heuristic approaches [15] [16] [4] [7] [8] [10], published

during 1978 to 1991.

e Neural Network or simulated annealing based ap-
proaches [9] [11] [17] [12] [13] [14], published during
1991 to 1997.

o Genetic Algorithm (GA) or Evolutionary Computa-
tion (EC) based approaches [18] [19] [20] [23], pub-
lished during 1995 to 1998.

Heuristic approaches usually adopt ideas from previously
introduced heuristic algorithms for solving graph coloring
problems [21] [22] [8] [10]. All neural network based algo-
rithms use some modified version of Hopfield type neural
network. The recent reports are mainly evolutionary com-
putation based approaches.

Most of the algorithms for the channel assignment prob-
lem assume that the number of carriers is fixed (say K) and
is known a-priori. This is true for references [4] and [7] to
[23]. K is calculated using some heuristics and may be more
or less than the optimum value. The neural network or ge-
netic algorithm approaches initially start with solution ma-
trix F' whose size is K x N, which remains same throughout
the execution of the algorithm. The initial solution is made
such that some constraint, e.g. co-site constraint, which is
easy to set, is initially satisfied. In case of using Hopfield
neural network, the connection weights among neurons are
made such that, at the stable energy minimum state, the
output voltages of the neurons represent the optimum so-
lution satisfying all the constraints. Neuron voltages are
initially set at random. When the network is relaxed to
settle down to energy minimum, the solution is obtained.
Due to multimodal energy function, it is possible that the
network settles down to a local minimum, and the solution
may not be optimal or valid. For GA, the optimum so-
lution satisfying all constraints is found after evolving the
population through generations. If the solution could not
be found, the algorithm is repeated with increased value



of K. Sometimes the success of GA approach, as in [23],
strongly depends on the proper choice of the value of mu-
tation probability. The effective value of this probability is
different for different problems and depends on the size of
the network and constraints. The type of cross-over they
used in [23] severely restricts the search space. In [19], in
addition to crossover and mutation probabilities, the fitness
function uses two extra parameters to bias the co-site and
co-channel constraint terms. The success of [19] greatly
depends on the setting and balance of these parameters,
which again problem dependent. Though they reported
good results for small and selected problems with less inter-
ferences between neighboring cells, these approaches have
strong restrictions as they have to be customized for the
problem.

III. THE ALGORITHM

The proposal here is a heuristic algorithm to create, not
a single solution but a pool of valid solutions of the given
channel assignment problem. While creating these solu-
tions the optimization criterion of minimizing the band-
width i.e. M, is not taken care of. All these solutions
satisfy the interference constraint (set by C matrix), and
the traffic demand of different cells (set by D vector). The
algorithm could find optimum or near optimum solution,
if the best one from the pool is selected. The algorithm
is simple and fast, O(n?) where n is the number of net-
work nodes. It is much faster than most of the existing
heuristic algorithms which are typically O(m?), where m
is the total number of channel requirements. Though it
depends on D, typically m > n. With the proposed al-
gorithm, if a moderately large population (usually about
100) of valid solutions are created and the best one is se-
lected, the probability of getting the optimum solution is
very high. In section III.A, we will describe the details
of the algorithm, and explain it with an example. In sec-
tion IV, we will discuss several experiments, their results,
and do statistical analysis of them.

A. Description of the Algorithm

Here, we give the informal description of the algorithm
with an example. The pseudocode and analysis of the com-
plexity of the algorithm is given in the appendix.

For a N-node network, we start with a solution of the
frequency allotment matrix Fpyxy with M rows. M is
sufficiently large so that even after adequate channels are
allocated to the cells satisfying their demands without vio-
lating the constraints, the solution Fx xn would always be

found where K < M.

Let us represent the elements of the allotment ma-
trix F' as f;;. The algorithm creates a population, P
number of such solution matrices. Let us name them
FU F?2 . Fp .. .FF. All the elements of the allotment
matrix are initialised with Os. After the algorithm is exe-
cuted, the elements of the allotment matrix Fisxn could
either be a “0”,a “1”,a “-1” or a “9”. We use a quadnary
representation as follows:

[0, +1, —1, +9] = [ assignable, used, unassignable, unused]

cell 1 | cell 2 | cell 3 | cell 4
f 0 0 0 0
f2 0 0 0 0
f3 0 0 0 0
fa 0 0 0 0
fs 0 0 0 0
fe 0 0 0 0
fr 0 0 0 0
fs 0 0 0 0
fo 0 0 0 0
f1o 0 0 0 0
fu 0 0 0 0
fi2 0 0 0 0
f13 0 0 0 0
fia 0 0 0 0
fis 0 0 0 0
TABLE II

INITIAL CONFIGURATION OF A SOLUTION MATRIX F'l

A “0” at f;; indicates that the 4t node (represented by
the column number) is not using the ‘" frequency (repre-
sented by the row number). In addition, it also means that
if that frequency is assigned to that node, there will be no
conflict with other existing frequency allocations. A “1” at
fij indicates that the j*" node is using the frequency f;. A
“1” at fi; indicates that the j" node is not assigned the
frequency f;, and it is unassignable because then it would
cause interference with some other existing allocations, ac-
cording to the compatibility matrix. Indicator ’9’ at f;1,
i.e. at the first column, indicates that the corresponding
frequency f; is not allocated to any cell. They appear at
the end, marking the tail part of Fisxn i.e., for those fre-
quencies that remain unallocated.

To explain the algorithm using a small example, we
choose the simple case of 4-node network Ezample 1, in-
troduced in section II.A. For convenience, once again the
compatibility matrix C;, and the demand vector D; are
shown in Fig. 3. After initialization, all the entries in F
matrices will be Os as in Table. II. Here we have started
with 15 rows of F' matrix i.e., M = 15.
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Fig. 3. A 4-cell Channel allocation problem Ezample 1

Now let us convert one of the initial matrix, say F!, to a
valid solution of the Ezample I problem. First an arbitrary
permutation of the digits 1, 2, 3,... N is done, and we get
an arrangement whose elements in order are 01,03, ...0nN,
denoting the nodes in a particular sequence. Our example
is a 4-node network. Let the result of random permutation



be3, ]., 2, 4. SO,0'1=3,0'2=1,0'3=2,0'4:4.

Allotment of channels will start with node o1, then o5
and so on until oy. In this case, allotment of channels
will start with node 3 i.e. column 3 of the F' matrix.
The first free Channel f; is assigned to node 3, and fi3
is changed 0 — 1. Now the algorithm checks which are
the elements i.e. (fregq, node) locations in the F' matrix,
where if a transmission is allowed would result in interfer-
ence according to the compatibility matrix C;. As node 3
in this case does not conflict at all with node 1 and node 2,
all entries in the column of node 1 and node 2 remain un-
changed. As the cosite constraint for node 3 is 5, fa3 to
fs3 are all packed with “-1”, prohibiting any possible al-
lotment at those positions, which would otherwise result in
cosite constraint violation. Between node 3 and node 4 it
is an adjacent channel constraint. To prevent any conflict
between node 3 and node 4 frequency assignment, fi4 and
f24 are changed 0 — —1. Now the task of putting “1” is
over, the algorithm checks if the demand for channels for
node o; (i.e. node 3 here) is met or not. If the demand is
not met, we go to the next row in column o; to find the
next “0” and assign the corresponding channel to o1 (as it
is still free). In Ezample 1, as the demand for node 3 is
only 1, the assignment for node 3 is complete just after the
first assignment.

In the permutation, the next o, is node 1. We start
along column 1 to find a “0” i.e. a free channel which
could be allocated to node 1. As fi; is a “0”, channel 1
is assigned to node 1 without any interference constraint
violation. Following same rule as in the case of node oy (i.e.
node 3), “-1”s are packed at relevant locations of F'*. This
will put “17s at fo1, fa1, fa1, f51 (cosite constraint) and at
f12, fa2, f32, f12 (to avoid interference with transmissions
from node 2). Node oy (i.e. node 1) has no interference
constraint with node 3 and node 4. So column 3 and 4
remain unchanged. Here too the demand for node o3 is
only 1, and therefore its channel assignment is complete.
We next start channel assignment for node o3 i.e. node 2.
On column 2 the first “0” is found at row 5 and f5 is
assigned to node 2. “0”s are converted to “-1” as explained
to avoid interference from this assignment. This is repeated
until the last node i.e. node on (here node 4) gets all the
channels it requires.

Thus we see that SOLUTION 1 in Table. III is generated
by the algorithm when the random permutation produces
the sequence of nodes as

3,1,2 4

Some other permutations would also lead to the same so-

lutions. Those permutations are:

3,1,4,2; 3,4,1,2; 1,2,3,4; 1,3,2,4; 1,3,4,2;
In fact, for Example 1, all permutations where 3 comes

before 4 and 1 comes before 2, would lead to the same

solution. Permutations in which 2 precedes 1, or 4 precedes

3, would produce different solutions.

SOLUTION 1 SOLUTION 2
1 1 +1 1| fi [+1 1 1 +1
1 1 1 1| fp |1 1 a1
1 1 1 41| f3 |1 1 41 1
1 1 1 A fi |1 o a1 A
1 41 1 1| fs |1 41 1
1 -1 40 1| fs | -1 1 -1 41
1 1 1 1| ff |1 o1 a1 A

-1 -1 -1 41| fg | -1 -1 40 -1
+0 -1 -1 1| fo |40 -1 +0 -1
+0 +0 +0 -1} fio |40 +0 -1 -1
+0 +0 40 -1 | fiu |+0 -1 -1 +1
+0 40 -1 -1 | fia |49 40 -1 -1
+0 -1 -1 +1| fis |49 +0 +0 -1
+9 +0 -1 -1 | figa |+9 +0 40 -1
+9 +0 +0 -1 ] fis |+9 +0 40 -1
TABLE III

EXAMPLES OF VALID SOLUTIONS FOR PROBLEM 1

Similarly, the sequence that generated SOLUTION 2 in
Table. IIT is:
1, 4, 2,3

And other sequences that can generate the same solution
are

4,1,2,3 1,4,3,2; 4,1,3,2 4,3,1,2

Permutations in which node 4 precedes 2 and 3, and
node 1 precedes node 2, will all generate solutions like SO-
LUTION 2.

In fact, SOLUTION 2 is an optimal solution. For other
permutations for which node 4 precedes node 3, would lead
to optimal solutions of same channel bandwidth of 11 as in
SOLUTION 2, though the assignments of “1”s, “1”s and
“0”s will be different. Thus many possible permutations
of the nodes will be mapped to solution frame of same
bandwidth, and many permutations would create optimal
solutions. The pseudocode of the algorithm is available in
the appendix.

IV. EXPERIMENTS: SET UP, RESULTS AND ANALYSIS

To test the performance of the algorithm we did exhaus-
tive simulations for various problems with varied degrees of
complexity. Problems for which the frequency bandwidth
for the optimal solution is known, our algorithm could al-
ways find that. For other problems too, it could find the
known best solution. In section IV.A, we describe how the
different problems were created, following which we give
the simulation results for the different problems. At the
end, in section IV.C, statistical analysis of the results is
done and we calculated the probability of finding optimum
solution for different cases.

Before going into the details of different experiments, let
us mention here about the trivial lower bound of band-
width requirement. We also explain in brief how the level
of difficulty of the channel assignment problem depends on



the problem specifications. If (cf; x df) is the maximum
of (¢ x d;) for all 4, then the trivial lower bound of the
required channel bandwidth is (¢}; x (df — 1) + 1). Here,
as is obvious, we assume that c;; values are highest among
all ¢;js. As ¢;;s are usually the same for all i, this bound
can simply be written as (¢;; x (df — 1) + 1), where d;* is
the maximum element in D vector. When ¢;; is high and
d; is large compared to other cells’ demands, this trivial
lower bound is typically the optimum value of bandwidth
requirement. Many of the reported works, where the re-
quired frequency length has to be decided a-priori, start
their experiments with this frequency bandwidth. But for
problems with high ¢;;, low ¢;;, and channel demand for
different cells nearly equal, the optimum bandwidth is usu-
ally much higher than this trivial lower bound.

As is obvious (Lemma 3: in [7]), when elements of the
demand vector D and the compatibility matriz C become
larger the problem becomes more difficult. One way is to
assign the degree of a cell x; as [§],

N
5= | Y dicij | —cii I<i<N,
=1

which is a heuristic measure of the difficulty of assigning
frequency in that cell. Typically, if all the elements of D
are nearly equal, and high, and c;; elements are high and
comparable to ¢;;, the problem becomes very difficult. We
constructed 21, 25 and 55 node networks with different
degrees of interference. We then ran our algorithm with
different heterogeneous demands, every problem for several
million times. Finally we analyzed the results statistically,
and reported the probability of success of getting optimum
solution and corresponding required computation times.

A. Problem Set up

Fig. 4. A cellular network with 55 cells

We implemented different problems with a 21-node net-
work as well as 25-node network. These two networks were
used in many previous works [7] [8] [9] [11]. The 21-node
network is already shown in Fig. 1. A 55-node network, as
shown in Fig. 4, is also constructed for our experiments.

We introduce two parameters here, namely p and «. Pa-
rameter p actually represents the range of interference and

is related to the minimum reuse distance as p = (minimum
reuse distance - 1). In Fig. 1 p = 2, as the minimum reuse
distance is 3.

The other parameter a decides the degree of interference
between cells. When the cell distance is 1, the required fre-
quency distance (to avoid interference) is . This required
frequency distance is decreased by 1, as the cell distance
increases by 1, until it reaches the value 1 and then remain
same within cell distance of p. Thus, for parameters p = 2
and a = 1, we have only co-channel interference between
two neighboring cells at cell distances 1 as well as 2. Beyond
cell distance 2 there is no interference. Parameters p = 2
and a = 2 mean, we have adjacent channel interference be-
tween cells with cell distance 1, and co-channel interference
between cells with cell distance 2. This is summarized in
Table. IV.

Value | Value | cell distance ci;j entry in
of of between two | the compatibility
p a cells i and j matrix C

1 1
2 1 2 1
> 2 0
1 2
2 2 2 1
> 2 0
TABLE IV
VALUE OF p AND & AND CORRESPONDING INTERFERENCE BETWEEN
CELLS

Obviously, the problem becomes more difficult as p and
a are increased. For all problems created, we set p = 2
i.e. minimum reuse distance of 3. « is set to values 1 or
2. As we will soon see, with & = 2 the problems are more
difficult.

The other parameter for constructing different problems
is the value of ¢;;. When ¢;; is high compared to ¢;; values,
the problem is easy. Compatibility matrices with 21-node
network and ¢;s set to different values of 7, 6, 5 and 4
were created, making the problem more and more diffi-
cult. Compatibility matriz for 25-node and 55-node net-
works with p = 2, @ = 1 are also constructed and used
in our simulations. For convenience of reference, we as-
sign short names to the different compatibility matrices as
shown in the following Table. V.

We here show explicitly one such Compatibility matriz
C3, in Table. VI.

For the 21-node network we used two demand vectors
D3, and D3, as follows. Many other researchers used the
same demand vectors in their works [7] [8] [9] [11].
D, = (825888 15 18 52 77 28 13 15 31 15 36 57 28 8 10 13 8)
D2, =(5558 12 25 30 25 30 40 40 45 20 30 25 15 15 30 20 20 25 )

As is evident, the demand vector D2, poses harder prob-
lem because the demand for different cells are more uniform
compared to that of DI,, where cell 9 has a sudden high
demand of 77 channels and there are many cells with low
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TABLE VI
21-NODE Compatibility matriz Cgl

01) 5 1 1 0 0 1 1 1 1 0
2 1 5 1 1 0 0 1 1 1 1
03 1 1 5 1 1 0 0 1 1 1
(04 o 1 1 5 1 0 0 0 1 1
0 0 0 1 1 5 0 0 0 0 1
() 1 0 0 0 0O 5 1 1 0 0
or) 1 1 0 0 0 1 5 1 1 0
(08 1 1 1 0 0 1 1 5 1 1
) 1 1 1 1 0 0 1 1 5 1
(o) o 1 1 1 1 0 0 1 1 5
(1) o o 1 1 1 0 0 0 1 1
(12) 0 0 0 1 1 0 0 0 0 1
(13) 0 0 0 0 0 1 1 0 0 0
(4 1 0 0 0 0 1 1 1 0 0
(15 1t 1 0 0 O 1 1 1 1 0
() 1 1 1 0 0 0 1 1 1 1
iy o 1 1 1 0 0 0 1 1 1
(1. 0 0 1 1 1 0 0 0 1 1
(199 0 0 0 0 0 0 1 1 1 0
(200 0 0 0 0 0 0 0 1 1 1
() o0 0 0 0 0 0O 0 0O 1 1
Serial | No. of p a cii | Compatibility

no. | Cells (N) matriz name

01 21 2 1 7 Ch

02 21 2 2 7 C,

03 21 2 1 6 c3,

04 21 2 | 2 | 6 Ci

05 21 2 1 5 C3,

06 21 2 [ 2 | 5 c§,

07 21 2 | 1 | 4 Cl,

08 21 2 2 4 C3,

09 25 2 1 2 Cls

10 55 2 1 7 Ci

TABLE V

NOMENCLATURE OF Compatibility matrices

channel demand of less than 20.

For the 25-node network we used the following two demand

vectors:

D§5:(1011959457488910776455764575)

D§5:(555812 25 30 25 30 40 40 45 20 30 25 15 15 30 20 20
25 8 55 5)

Here, D3, poses harder problem. For the 55-node network

we used the following two demand vectors:

D25:(55581225302530404045203025 15 15 30 20 20
2585555558 1225 30 25 30 40 40 45 20 30 25
15 15 30 20 20 25 8 5 5 5 25 8 5 5 5)

Dgsz(lo1195945748891077645576457
510 11 9594574889107 76455764
57564575)

Experiments were done with different combinations of
compatibility matrices and demand vectors and are reported
in section IV.B.

B. Simulation and Analysis of Results

Results obtained from different experiments are summa-
rized in Table. VII. In all the cases, the results are either
equally good or better than those reported using different
soft computing approaches or heuristic algorithms. Prob-
lems for which we are not aware of any reported result,
we put the symbol @ in the corresponding column of Ta-
ble. VII. While evaluating the performance of our algo-
rithm, we ran it to generate 10 million or more valid so-
lutions (F's) for each problem. Out of them, solutions
having minimum channel bandwidth requirement are the
best solutions and are denoted as F™*. For all cases, F™*s
are better or equally good as solutions reported by earlier
works, when there is any. When a trial solution F" is such
a best solution F™*, we call it a hit.

Though computation time is not important for static al-
location problems, in Table. VII we included the time re-
quired for creating 1000 solutions. All computations were
performed in DEC ALPHA station. As the coding was
not optimized, and other reporting and analysis codes were
embedded in the same program, the actual execution time
would be comparable but much less.

The number of hits, when a population of 1000 solutions
are created, is reported in Table. VIII. For simple problems
with compatibility matrices like CL,, C3, etc., solutions
with the obvious lower bounds i.e., 7 x (77 — 1) + 1 = 533
for Ci; and Di;, or 7x (45—1)+1 = 309 for C%; and D3,,
were many. Please see Fig. 5(a)(b). The probability of hit
in 1000 trials is almost 1. When compatibility matrix is
changed to C%, (i.e., @ = 2), the number of hits are much
less.

As the value of ¢;; is decreased and for higher interference
with @ = 2, the problem becomes hard. Not only the
quality of solutions is worse, i.e., the required bandwidth
is more compared to the trivial lower bound, but also the
number of hits are less in comparison to simpler problems.



Serial Problem Specification | Trivial | Existing Best Computation
number | Compatibility | Demand | lower | reported | solution time for
matriz vector | bound best F* 1000 F'is
1 Ccl, DI, 533 533 533 8.2 Sec.
2 Ccl, D3, 309 309 309 6.0 Sec.
3 CcZ, DI, 533 533 533 11.1 Sec.
4 C3, D3, 309 309 309 10.2 Sec.
5 C3, DI, 457 0 457 8.9 Sec.
6 C3, D2, 265 [} 265 8.1 Sec.
7 C3, DI, 457 0 457 9.8 Sec.
8 Ci, D2, 265 [} 280 7.9 Sec.
9 C3, Di, 381 381 381 7.5 Sec.
10 C, D2, 221 221 221 6.9 Sec.
11 CS, DI, 381 [} 463 9.5 Sec.
12 CS, D3, 221 0 273 7.7 Sec.
13 C7, DI, 305 [} 305 7.3 Sec.
14 C7, D3, 177 0 197 6.8 Sec.
15 C§, DI, 305 0 465 8.4 Sec.
16 C§, D2, 177 0 278 7.5 Sec.
17 Ci D3, 21 73 73 1.9 Sec.
18 Ci; D3, 89 0 121 6.3 Sec.
19 Ci. D3, 309 0 309 24.5 Sec.
20 Ci. DS, 71 0 79 16.7 Sec.
TABLE VII
SIMULATION RESULTS WITH COMPUTATION TIMES
Serial Problem Specification Freq. of | Prob. of No. of F’s
number | Compatibility | Demand | hits in hit in required for 99%
matriz vector | 1000 Fs | 1000 F's | hit probability
1 Ci, Di, 68.475 ~100% 65
2 Cl, D2, 17.860 ~100% 255
3 C2, Di, 02.337 90.4% 1970
1 cZ, D2, 00.109 | 10.4% 42,250
5 C3, DI, 52.403 | ~100% 85
6 C3, D3, 48.450 ~100% 92
7 C3, DI, 31.168 | ~100% 145
8 C3, D3, 00.618 46.1% 7450
9 Ci. D3, 53.333 ~100% 84
10 ClL. D3, 00.731 51.8% 6270
TABLE VIIT

SIMULATION RESULTS WITH hit PROBABILITIES

We can see in Table.VII that, the solutions are further
from the trivial lower bound when ¢;; = 4 and a = 2
(compatibility matrix C3§,, row 15 and 16) compared to
when ¢;; = 5 and a = 2 (compatibility matrix C$,;, row
11 and 12), with both demand vectors D3, as well as D3,.
To our knowledge, there are no previous works to compare
our results for these cases. For harder problems, though
there are many near optimum solutions (please see Fig. 5
to Fig. 8), the number of actual hits are low. Thus we can
get a near optimum result quickly. But to get a hit, we
need to generate a large pool of solutions. For example, for

serial entry 10 of Table. VIII, out of 1 million trials there
are 731 hits at the optimum bandwidth solution of 309.
But there are as many as 2751 near optimum solutions
with bandwidth requirement of 310, just 1 carrier worse
than the optimum.

C. Solution Distribution and Calculation of Hit Probability

For each of the 20 different channel assignment prob-
lems, listed in Table. VII, we created 10 million or more
solutions. Number of solutions with particular bandwidth
requirements were collected. Here we report the frequency



distribution of the solutions. The results with 21-node net-
work are shown in Fig. 5 to Fig. 8. We can see that the
number of times the optimum solution (the trivial lower
bound) and solutions very near to it is reached, is very
high for simple problems (e.g. serial number 1 to 6 of Ta-
ble.VII). For C?, with D, too we get a large number of
hits or near hits. For a = 2, i.e., compatibility matrices
C3,, C§;, and C§;, though the obtained best solutions are
quite near to the trivial lower bounds, the number of solu-
tions in the vicinity of hit is very low, and is not noticeable
in the corresponding figures, Fig. 6(c)(d), Fig. 7(c)(d) and
Fig. 8(c)(d).

The results, illustrated in Fig. 5 to Fig. 8, are summa-
rized in Table. VIII. The probability of at least one hit in a
population of 1000 solutions is also included. The method
of calculation of this probability is discussed in the next
paragraph. In Table. VIII, we mentioned results only for
those problems for which the number of hits in a pool of
1000 solutions is at least nearly one. Also included is the
number of solutions needed for having at least one hit with
a probability of 99%.

Suppose out of 7 number of trial solutions, the total num-
ber of hits is v. When sufficient number of independent
samples are available, i.e. when the number of trial solu-
tions 7 is sufficiently large, we can say that in a single trial
the probability of hit is v/7. The probability of no-hit in
a trial (i.e. solution with longer than optimum frequency
bandwidth) is (1 — v/7). Thus the probability of no-hit in
w trials is (1 —v/7)*, whence the probability of at least one
hit in g trials is (1 — (1 —v/7)#). Therefore the probability
of at least one hit in 1000 trials is (1 — (1 —v/7)199). Now
we calculate the required number of trials to have at least
one hit with 99% probability. The probability of at least
one hit in p trials i.e. (1 — (1 —v/7)*) is set to 0.99, and
the corresponding y is calculated and included in the last
column of Table. VIII.

As mentioned in section IV.A, when p =2 and a = 2 i.e.
when interference is more, the frequency allocation is more
difficult. This is evident from row 3 and 4 of Table. VIII,
where the compatibility matrix is C3,. When Cj; is low
and/or channel demands from different cells are more or
less the same, the channel allocation problem becomes dif-
ficult. This is evident from row 8 of Table. VIII.

All the experiments, serial number 1 to 20 mentioned in
Table. VII, were repeated 10 times or more, each time gen-
erating a pool of one million solutions. The solutions were
always found to be confined within a well defined range of
bandwidth. Also, the percentage of solutions with a par-
ticular bandwidth requirement remained almost constant
over different trials. This indicates that the set of all per-
mutations of N is partitioned into a very small number
of subsets, and starting with any member of a particular
subset, we get solution of same bandwidth. As we can see
from Fig. 5 to Fig. 8, for all the problems, the number of
such partitions is always limited within a few hundreds. To
estimate the confidence interval of the outcome of our ex-
periments, we performed experiment 2 of Table. VII fifty
times, generating 1 million solutions at each trial. The av-

erage value of the number of hits was 178080 per million,
with standard deviation only 340. Assuming normal distri-
bution, the 99% confidence interval for the number of hits
is only £2.576 x 340/+/50 = +123.8 [24] (chap. 17) i.e.
0.00069 fraction of the average value. With this and from
the consistency of the results over different trials for all the
experiments, we can assure a high degree of confidence to
the results stated in Table. VIII.

V. CONCLUSION AND DISCUSSION

In this paper we have proposed a very fast algorithm to
solve channel assignment problem in mobile network. The
idea is to generate a number of valid solutions of the prob-
lem, during which the optimization criterion of minimizing
the bandwidth is not given any attention. Finally if the
best of all solutions is selected, there is a high probability
that the optimum or very near to optimum solution is ob-
tained. From Table. VIII it is clear that for all the problems
reported earlier, we could find optimum solutions in small
number of trials with very high probability, and therefore
it is very fast. The probability is much more when near op-
timal results are acceptable too, as is evident from Fig. 5
to Fig. 8.

One main question regarding the usability of the algo-
rithm is, what is the probability of getting the optimal
solution. We have shown that for all known problems it
could achieve the optimum solution in a very short time
with a high probability. The required number of random
solutions, to get a hit, may be quite high for very hard
problems. But depending on the amount of available com-
putation time, even for a difficult problem a near optimal
solution could always be found fast.

For very hard problems, instead of generating a large
pool of solutions, it is also possible to improve a smaller
population of solutions using genetic search. The difficult
part is to define genetic operators, such that the solutions
remain valid after crossover and mutation.

With the quadnary representation [0, +1, -1, +9] of fre-
quency assignments, the information contained in the chan-
nel allocation matrix is in a format so that, it is simple
to extend its use for dynamic allocation. In the solution,
Table. ITI, a 0 at i*"-row and j*-column indicates that
frequency f; could be allocated to the j* node without
causing any conflict to other existing assignments. Thus,
it is possible to assign f; to node node-j when needed, and
turn “-1”s at proper locations by running PUT_MINUS1
routine (please refer to line 14 to 23 of the pseudocode in
the appendix). This is to ensure that the next such fre-
quency allotment will not create any conflict. The original
solution matrix could be restored, once node-j’s demand
is returned to its original level. In this way Call blocking
could be avoided in situations where demand varies within
a small range over static demand. With this extension in
mind, we can characterize the quality of channel allocation
matrix primarily by the bandwidth requirement, and be-
tween two allocations of same bandwidth, by the number
of “0” entries. In future we would like to simulate this
dynamic allocation strategy and evaluate its performance.
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APPENDIX

The pseudocode of the algorithm to generate random valid
solutions:

Input: The channel allocation problem (X, C, D), where
X = {x1,X2,...,XxN} is the cellular network.

N: Number of cells.

C[N][N]: Compatibility matrix.

D[N]: Demand vector.

P: Population size, the number of solutions to be created.

Output: A set of valid solutions of the channel assignment
problem (X, C, D). F', F? ... FF are the P, population
size, number of solutions of the input channel assignment
problem. Each F is a M x N matrix, where N is the num-
ber of cells and M is the number of channels (frequencies).
CREATE_POP(X, C, D)

01 forp+—1to P

02 o[N] + SHUFFLE-LIST(N)

03 do for each node v = o[n], n = 1to N

04 demand = D[v]

05 form=1toM

06 if FP[m]lv]==0

07 FPlm][v] =1

08 demand + (demand — 1)

09 PUT_MINUS1(F?[m][v])

10 if (demand == 0)

11 break  /* for loop at line 05 */

12 MARK_UNUSED_FREQ(F?)

SHUFFLE-LIST(N)
13 Return a random permutation of numbers 1 to N

PUT_MINUSI(E?[m][v])

14 for each node j =1to N
15 range < C[j][v]

16 if range == 0

17 continue

18 else

19 range_up = m — (range — 1)

20 range_down = m + (range — 1)
21 for i = range_up to range_down
22 if FPli|[j] #1

23 FPli][j] + -1

MARK_UNUSED_FREQ(F?)
24 Put ’9’ at column 1 of unused frequncies of FP

It could be noted that the way range_up and range_down
are calculated in lines 19 and 20 of the pseudocode, they
may point beyond the top or below the bottom of the so-
lution table respectively, resulting error during execution.
These details are avoided in the pseudocode to keep it sim-
ple.

Complezity Analysis:

We here examine the complexity of the algorithm for cre-
ating a valid solution. In the above pseudocode, a loop
on lines from 03 to 11 iterates for N number of times.
Within this loop, for a particular node ¢ channels have to
be assigned d; times, where d; is the channel demand for
node-i. Once a channel is assigned i.e. a “0” in F? is
turned to a “+1”, PUT_MINUSI function is called and ex-
ecuted. PUT_MINUS1 function has a loop on lines 14 to
23 with iterations for all nodes i.e. N times. Thus for
assigning d; number of channels to node-i the complexity
for running PUT_MINUS1 is O(N x d;). If the average
of the demand for different channels is denoted by d, i.e.
d= (Eil d;)/N, then the complexity of the algorithm is
O(d x N?) = O(N?), where N is the number of nodes.
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